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Abstract. In this paper we survey the field of Hochschild cohomology for von Neumann algebras. We describe the basic definitions and results without assuming background knowledge beyond some familiarity with von Neumann algebra theory. We offer no formal proofs of results, although we give detailed references to the literature. Instead, we concentrate on explaining the main techniques and how they are applied to obtain the significant theorems of the subject.

1. Introduction

The study of cohomology in the algebraic context was initiated by Hochschild in a series of papers [18, 19, 20]. This was subsequently adapted to the Banach algebra and operator algebra settings in [21, 23, 25, 26] where continuity of multilinear maps was taken into account in the functional analytic framework. In this paper we survey the current state of knowledge in this field with particular reference to von Neumann algebras. There are detailed accounts of the basic results in an early survey by Ringrose, [41], and a later set of lecture notes.
by the authors, [43]. For this reason we have omitted proofs from this work and have instead tried to give general ideas as to why results are true. While we have included all the main theorems for completeness, we have given more weight to later developments where, in some cases, the papers are yet to appear. The reader wishing for an account with all details of proofs is referred to [43]. These lecture notes also contain a discussion of the various applications of cohomology to which we felt that we could not do full justice here (see also [22, 40]). We now give a brief description of the contents of the various sections; all definitions will be given at the appropriate places subsequently.

The starting point for continuous (or bounded) cohomology is a theorem, due independently to Kadison and Sakai, [24, 42], which states that every derivation $\delta: \mathcal{M} \to \mathcal{M}$ on a von Neumann algebra $\mathcal{M}$ has the form $\delta(x) = xm - mx$ for some fixed $m \in \mathcal{M}$, such derivations being called inner. The first cohomology group $H^1(\mathcal{M}, \mathcal{M})$ is the vector space of derivations modulo the inner derivations, so one interpretation of this theorem is that $H^1(\mathcal{M}, \mathcal{M}) = 0$ for all von Neumann algebras. It was then natural to conjecture the vanishing of the higher order groups $H^n(\mathcal{M}, \mathcal{M})$, $n \geq 2$. When $\mathcal{M}$ is faithfully represented on a Hilbert space $H$, $B(H)$ is then an $\mathcal{M}$–bimodule and the cohomology groups $H^n(\mathcal{M}, B(H))$ are also defined. In all known cases these groups are 0, but in general the situation of $\mathcal{M}$ as the bimodule is better understood. It really suffices to study these problems for factors with separable predual. Direct integral theory allows us to pass to separably acting von Neumann algebras, and there is a general procedure in [43] for extending to arbitrary von Neumann algebras. In Section 2 we present the definitions of the cohomology groups and we also discuss complete boundedness of linear and multilinear maps on $C^*$–algebras. In the last fifteen years this topic has become the main technical tool for resolving cohomological questions about von Neumann algebras. Cohomology and complete boundedness have enjoyed a symbiotic relationship where advances in one have triggered progress in the other.

In Section 3 we give the basic results of the early theory from [23, 25, 26]. Since the cohomology groups are quotients of spaces of cocycles by spaces of coboundaries, a given cocycle may be modified
by adding a suitable coboundary to reach an equivalent cocycle with desirable properties. This is usually achieved by averaging a given cocycle over a specially chosen amenable group of unitary operators in the von Neumann algebra \( \mathcal{M} \). This may need to be done several times but the net result, and probably the most important theorem in the subject, is that each cocycle is equivalent to a cocycle which is separately normal in each variable and which vanishes when any of its arguments lies in a specified hyperfinite von Neumann subalgebra \( \mathcal{R} \). In particular, this implies that such a cocycle is \( \mathcal{R} \)-multimodular (see (2.8)–(2.10)).

This is Theorem 3.3, which has the consequence that whenever \( \mathcal{M} \) is hyperfinite and \( \mathcal{V} \) is an arbitrary dual normal \( \mathcal{M} \)-bimodule then the cohomology groups \( H^n(\mathcal{M}, \mathcal{V}) \) are 0 for all \( n \geq 1 \), [23]. As shown by Connes, [13], this property characterizes hyperfiniteness.

The results of Section 3 summarize the state of knowledge up to the mid 1980’s. At that point the emerging field of completely bounded maps was applied to cohomology theory, [5, 9, 10, 11], and we discuss this in Section 4. The coboundary operator preserves complete boundedness, and so a parallel theory of completely bounded cohomology can be developed. The decisive difference is that completely bounded maps have a very useful structure theory, discovered first in the linear case, [15, 30, 33], and subsequently for multilinear operators, [9, 31]. This allowed the determination of \( H^n_{cb}(\mathcal{M}, B(H)) \), [5], and \( H^n_{cb}(\mathcal{M}, \mathcal{M}) \), [11, 12], for \( n \geq 1 \), and both sets of groups were found to vanish. These results, Theorems 4.1 and 4.3, give a clear path to the original problem of bounded cohomology: try to show that a given cocycle is equivalent to one which is completely bounded. This works perfectly for von Neumann algebras of types I, II\(_\infty\) or III; type I can be handled by the previously discussed hyperfiniteness results while types II\(_\infty\) and III are stable under tensoring with \( B(H) \) which is enough to obtain complete boundedness of cocycles. Those factors of type II\(_1\) which are stable under tensoring with the hyperfinite type II\(_1\) factor \( \mathcal{R} \) (the McDuff factors of [27, 28]) are amenable to the same analysis. Not all type II\(_1\) factors have this property, and this case is not yet fully understood. Sections 5 and 6 contain recent results on
further classes of type II$_1$ algebras, and the common theme in both is complete boundedness.

The fifth section discusses the case of a separably acting type II$_1$ von Neumann algebra with a Cartan subalgebra. This is a maximal abelian self-adjoint subalgebra $\mathcal{A}$ whose normalizer $\mathcal{N}(\mathcal{A})$ generates $\mathcal{M}$. An important consequence is that $\mathcal{A}$ and its reflection $J\mathcal{A}J$ on the Hilbert space $H = L^2(\mathcal{M}, \text{tr})$, where $J$ is the conjugate linear isometry corresponding to the adjoint, together generate a masa in $B(H)$, $[16, 37]$. In combination with the Grothendieck inequality (5.1), this was sufficient to prove complete boundedness of $n$-cocycles into $\mathcal{M}$ for $n = 2, 3$, $[34, 6]$. Refinements of these techniques lead to the general result of Theorem 5.4, $[44]$, where suitable cocycles are shown to be completely bounded in the last variable which is sufficient to conclude that $H^n(\mathcal{M}, \mathcal{M}) = 0$ for $n \geq 4$. In the last section we move to the case of factors with property $\Gamma$, $[7, 8]$. Once again vanishing of cohomology, Theorem 6.6, is obtained through the use of complete boundedness. Some earlier partial results are to be found in $[3, 11]$, but the full resolution of this case rests on a strengthened form of Grothendieck’s inequality, Theorem 6.2, as well as on a $\| \cdot \|_2$-norm joint continuity result, Theorem 6.4, which may be of independent interest.

We conclude with a remark on the results presented in this paper. In all cases we have shown that the cohomology groups under consideration vanish. While cohomology groups might be used as isomorphism invariants, they also act as obstructions to the von Neumann algebras having certain desirable properties. Vanishing of the cohomology groups should be viewed in the positive light of making these obstructions disappear.

2. Preliminaries

Let $\mathcal{A}$ be a $C^*$-algebra and let $\mathcal{V}$ be a Banach space which is also a two-sided $\mathcal{A}$-bimodule. To avoid pathologies, we will assume that

\begin{equation}
\|xv\|, \|vx\| \leq \|v\| \|x\|, \quad x \in \mathcal{A}, v \in \mathcal{V},
\end{equation}

and that $1v = v1 = v$ whenever $\mathcal{A}$ has an identity element. This is true for all of the main examples below. For any $n \geq 1$, $\mathcal{A}^n$ will denote
the $n$-fold Cartesian product of copies of $\mathcal{A}$, and the space of bounded $n$-linear maps $\phi: \mathcal{A}^n \to \mathcal{V}$ will be denoted by $\mathcal{L}^n(\mathcal{A}, \mathcal{V})$. For $n = 0$, we let $\mathcal{L}^0(\mathcal{A}, \mathcal{V})$ be $\mathcal{V}$. The coboundary map $\partial: \mathcal{L}^n(\mathcal{A}, \mathcal{V}) \to \mathcal{L}^{n+1}(\mathcal{A}, \mathcal{V})$ is defined as follows. For $n = 0$, $\partial v$ is the derivation $x \mapsto xv - vx$, $x \in \mathcal{A}$. When $n \geq 1$ and $\phi \in \mathcal{L}^n(\mathcal{A}, \mathcal{V})$, $\partial \phi \in \mathcal{L}^{n+1}(\mathcal{A}, \mathcal{V})$ is defined by
\[
\partial \phi(x_1, \ldots, x_{n+1}) = x_1 \phi(x_2, \ldots, x_n) + \sum_{i=1}^{n-1} (-1)^i \phi(x_1, \ldots, x_{i-1}, x_i x_{i+1}, x_{i+2}, \ldots, x_n) + (-1)^n \phi(x_1, \ldots, x_n)x_{n+1},
\]
for $x_i \in \mathcal{A}$, $1 \leq i \leq n + 1$. An algebraic computation establishes that $\partial \partial = 0$. Thus the image of $\partial: \mathcal{L}^{n-1}(\mathcal{A}, \mathcal{V}) \to \mathcal{L}^n(\mathcal{A}, \mathcal{V})$ is contained in the kernel of $\partial: \mathcal{L}^n(\mathcal{A}, \mathcal{V}) \to \mathcal{L}^{n+1}(\mathcal{A}, \mathcal{V})$, and the quotient of these two vector spaces is the $n^{th}$ Hochschild cohomology group $H^n(\mathcal{A}, \mathcal{V})$. The elements of the kernel and image above are called respectively cocycles and coboundaries. For $n = 1$, the cocycles are derivations, since the defining equation (2.2) can be rearranged to
\[
\phi(x_1 x_2) = x_1 \phi(x_2) + \phi(x_1)x_2, \quad x_1, x_2 \in \mathcal{A}.
\]
The coboundaries are the inner derivations implemented by elements of $\mathcal{V}$, and $H^1(\mathcal{A}, \mathcal{V})$ becomes the space of bounded derivations modulo the space of inner derivations.

One may impose further restrictions on the elements of $\mathcal{L}^n(\mathcal{A}, \mathcal{V})$ beyond boundedness. Provided that the extra conditions are compatible with the coboundary map, various cohomology theories arise by using the definition given above. We will discuss here the additional requirement of complete boundedness which leads to the completely bounded cohomology groups $H^n_{cb}(\mathcal{A}, \mathcal{V})$ for suitable modules $\mathcal{V}$.

The matrix algebras $\mathbb{M}_n(\mathcal{A})$ over a $C^*$-algebra $\mathcal{A}$ have canonical $C^*$-algebra norms obtained by faithfully representing $\mathcal{A}$ on a Hilbert space $H$ and identifying each $\mathbb{M}_n(\mathcal{A})$ with a $C^*$-algebra of operators on the $n$-fold sum $H^n$. A bounded map $\phi: \mathcal{A} \to \mathcal{B}$ between $C^*$-algebras induces a sequence of bounded maps $\phi_n: \mathbb{M}_n(\mathcal{A}) \to \mathbb{M}_n(\mathcal{B})$, $n \geq 1$, by tensoring $\phi$ with the identity on $\mathbb{M}_n(\mathbb{C})$, and $\phi$ is completely bounded.
if

\[(2.4) \quad \|\phi\|_{cb} := \sup \{\|\phi_n\| : n \geq 1\} < \infty.\]

This was generalized to multilinear maps in [9] by using matrix multiplication to replace the identity map on \(\mathbb{M}_n(\mathbb{C})\). We illustrate this in the bilinear case which then has an obvious general extension. If \(\phi: \mathcal{A} \times \mathcal{B} \to B(H)\) is a bounded bilinear map then \(\phi_n: \mathbb{M}_n(\mathcal{A}) \times \mathbb{M}_n(\mathcal{B}) \to \mathbb{M}_n(B(H))\) is defined for matrices \((a_{ij}) \in \mathbb{M}_n(\mathcal{A}), (b_{ij}) \in \mathbb{M}_n(\mathcal{B})\) by specifying the \((i,j)\) entry of \(\phi_n((a_{ij}), (b_{ij}))\) to be \(\sum_{k=1}^n \phi(a_{ik}, b_{kj})\). Then \(\phi\) is said to be completely bounded if the analogous supremum to (2.4) is finite. The importance of completely bounded maps is two-fold: most naturally occurring maps on \(C^*\)-algebras are completely bounded and there is a very useful representation theory for such maps which is lacking for bounded maps. In the linear case a bounded map \(\phi: \mathcal{A} \to B(H)\) is completely bounded precisely when it may be expressed as

\[(2.5) \quad \phi(x) = V\pi(x)W, \quad x \in \mathcal{A},\]

where \(\pi: \mathcal{A} \to B(K)\) is a \(*\)-representation and \(V: K \to H, W: H \to K\) are bounded operators satisfying \(\|V\| = \|W\| = \|\phi\|_{cb}^{1/2}\), [30]. The multilinear version, proved in [9] and extended to operator spaces in [31], is as follows. For clarity, we state it in the bilinear case, but the general case requires only more \(*\)-representations and connecting operators.

**Theorem 2.1.** Let \(\mathcal{A}_1, \mathcal{A}_2\) be \(C^*\)-algebras. A bounded bilinear map \(\phi: \mathcal{A}_1 \times \mathcal{A}_2 \to B(H)\) is completely bounded if and only if it may be expressed by

\[(2.6) \quad \phi(x, y) = V_1\pi_1(x)V_2\pi_2(y)V_3, \quad x \in \mathcal{A}_1, y \in \mathcal{A}_2,\]

where \(\pi_i: \mathcal{A}_i \to B(K_i), i = 1, 2\), are \(*\)-representations and \(V_3: H \to K_2, V_2: K_2 \to K_1, V_1: K_1 \to H\) are bounded operators satisfying

\[(2.7) \quad \|V_1\| = \|V_2\| = \|V_3\| = \|\phi\|_{cb}^{1/3}.\]

This theorem makes it an easy exercise to verify that the coboundary operator preserves complete boundedness, and so the completely bounded cohomology groups \(H^n_{cb}(\mathcal{A}, \mathcal{V})\) can be defined whenever \(\mathcal{V}\) has
an operator space structure with respect to which it is also an operator $\mathcal{A}$-module. In particular, when $\mathcal{M} \subseteq B(H)$ is a von Neumann algebra, we will discuss $H^1_{cb}(\mathcal{M}, \mathcal{M})$ and $H^1_{cb}(\mathcal{M}, B(H))$ subsequently.

If $\mathcal{A} \subseteq \mathcal{B} \subseteq B(H)$ is an inclusion of $C^*$-algebras and $\phi: \mathcal{B} \times \mathcal{B} \rightarrow B(H)$ is a bounded bilinear map then we say that $\phi$ is $\mathcal{A}$-modular if the following relations are satisfied:

\begin{align}
(2.8) \quad & a\phi(b_1, b_2) = \phi(ab_1, b_2), \\
(2.9) \quad & \phi(b_1a, b_2) = \phi(b_1, ab_2), \\
(2.10) \quad & \phi(b_1, a b_2) = \phi(b_1, b_2)a,
\end{align}

for $a \in \mathcal{A}$ and $b_1, b_2 \in \mathcal{B}$. We omit the obvious extension to multilinear maps.

In anticipation of subsequent developments, we mention that we will be able to work with cocycles which are $\mathcal{A}$-modular with respect to a suitable subalgebra $\mathcal{A}$. Usually this means one with an amenable generating subgroup of unitaries or, for von Neumann algebras, a hyperfinite subfactor. When $\mathcal{M}$ is a factor of type $I_1, II_1$ or $III$, there is a factor $\mathcal{N}$ and a separable Hilbert space $H$ such that $\mathcal{M}$ is isomorphic to $\mathcal{N} \otimes B(H)$. Any multilinear map $\phi$ on $\mathcal{M}$ which is separately normal in each variable and also modular with respect to the subalgebra $1 \otimes B(H)$ can be expressed as $\psi \otimes I$ where $\psi$ is multilinear on $\mathcal{N}$. Since $B(H)$ contains arbitrarily large matrix subalgebras, it is easy to establish the complete boundedness of $\psi$ and hence of $\phi$ in this situation. A similar argument applies to those type $\Pi_1$ factors which are stable under tensoring with the hyperfinite type $\Pi_1$ factor, but it should be noted that not all type $\Pi_1$ factors have this property.

3. Reduction of cocycles

In this section we will discuss a basic technique, originating in [23], which seeks to modify a given cocycle by a coboundary so that the resulting cocycle has some desirable properties. To motivate the approach, we first consider a von Neumann algebra $\mathcal{M}$ with a module $\mathcal{V}$ and we let $\mathcal{A}$ be a finite dimensional subalgebra of $\mathcal{M}$. Then $\mathcal{A}$ has a norm compact unitary group $\mathcal{U}$, whose normalized Haar measure
we denote by $\mu$. Let $\phi : \mathcal{M} \times \mathcal{M} \to \mathcal{V}$ be a 2-cocycle, and define $\psi \in L^1(\mathcal{M}, \mathcal{V})$ by
\begin{equation}
\psi(x) = \int_{\mathcal{U}} u \phi(u^*, x) \, d\mu(u), \quad x \in \mathcal{M},
\end{equation}
where this integral converges in the norm topology of $\mathcal{V}$. Then
\begin{equation}
\partial \psi(v, x) = \int_{\mathcal{U}} vu \phi(u^*, x) - u \phi(u^*, vx) + u \phi(u^*, v)x \, d\mu(u),
\end{equation}
for $v \in \mathcal{U}$ and $x \in \mathcal{M}$, and invariance of the Haar measure allows us to replace $u$ by $v^* u$ in the first term. This equation then becomes
\begin{equation}
\partial \psi(v, x) = \int_{\mathcal{U}} u [\phi(u^* v, x) - \phi(u^*, vx) + \phi(u^*, v)x] \, d\mu(u).
\end{equation}
Since $\partial \phi(u^*, v, x) = 0$, we may use the identity
\begin{equation}
u^* \phi(v, x) - \phi(u^* v, x) + \phi(u^*, vx) - \phi(u^*, v)x = 0
\end{equation}
to rewrite (3.3) as
\begin{equation}
\partial \psi(v, x) = \int_{\mathcal{U}} u [u^* \phi(v, x)] \, d\mu(u) = \phi(v, x),
\end{equation}
for $v \in \mathcal{U}, x \in \mathcal{M}$. Then $\theta = \phi - \partial \psi$ is an equivalent cocycle with the additional property that $\theta(a, x) = 0$ for all $a \in A$ and $x \in \mathcal{M}$, since $A$ is the linear span of $\mathcal{U}$. For $a \in A, x, y \in \mathcal{M}$, the identity
\begin{equation}
a \theta(x, y) - \theta(ax, y) + \theta(a, xy) - \theta(a, x)y = 0
\end{equation}
shows that
\begin{equation}
a \theta(x, y) = \theta(ax, y),
\end{equation}
since the last two terms in (3.6) vanish. Now define $\xi \in L^1(\mathcal{M}, \mathcal{V})$ by
\begin{equation}
\xi(x) = \int_{\mathcal{U}} \theta(xu, u^*) \, d\mu(u), \quad x \in \mathcal{M}.
\end{equation}
Then
\begin{equation}
\partial \xi(x, y) = \int_{\mathcal{U}} x \theta(yu, u^*) - \theta(xy, u^*) + \theta(x, u^*)y \, d\mu(u).
\end{equation}
If we replace $x$ by $a \in A$ in (3.9) then
\begin{equation}
\partial \xi(a, y) = \int_{\mathcal{U}} a \theta(yu, u^*) - \theta(ay, u^*) \, d\mu(u) = 0,
\end{equation}
using (3.7) to obtain vanishing of the integrand. Now replace $y$ by $v \in \mathcal{U}$ in (3.9). This gives

$$\partial \xi(x, v) = \int_{\mathcal{U}} x \theta(vu, u^*) - \theta(xvu, u^*) + \theta(xu, u^*)v \, d\mu(u).$$

The first term on the right vanishes and the second may be replaced by $\theta(xu, u^*v)$ using invariance of the Haar measure. The cocycle identity

$$xu\theta(u^*, v) - \theta(x, v) + \theta(xu, u^*v) - \theta(xu, u^*)v = 0,$$

in which the first term is 0, allows us to rewrite (3.11) as

$$\partial \xi(x, v) = \int_{\mathcal{U}} -\theta(x, v) \, d\mu(u) = -\theta(x, v).$$

If we define $\zeta$ to be $\theta + \partial \xi$, then these calculations show that $\zeta$ is a cocycle equivalent to $\phi$ but with the additional property that $\zeta(x, y) = 0$ whenever at least one of the arguments is in $\mathcal{A}$. As a consequence, $\phi$ may be replaced by an equivalent cocycle $\zeta$ which is $\mathcal{A}$-modular. To obtain this extra information, consider the identity

$$x \zeta(a, y) - \zeta(xa, y) + \zeta(x, ay) - \zeta(x, a)y = 0$$

for $x, y \in \mathcal{M}$ and $a \in \mathcal{A}$. The first and last terms vanish leaving

$$\zeta(xa, y) = \zeta(x, ay).$$

The equation $\zeta(x, ya) = \zeta(x, y)a$ follows similarly from $\partial \zeta(x, y, a) = 0$.

For simplicity, we have only discussed the 2-cocycle case, but these techniques are generally valid and give the following.

**Theorem 3.1.** Let $\phi$ be an $n$-cocycle on $\mathcal{M}$ and let $\mathcal{A}$ be a finite dimensional $C^*$-subalgebra of $\mathcal{M}$. Then there exists $\psi \in L^{n-1}(\mathcal{M}, \mathcal{V})$ such that $\phi - \partial \psi$ vanishes whenever any of its arguments lie in $\mathcal{A}$, and $\phi - \partial \psi$ is $\mathcal{A}$-modular.

In order to extend this result to more general subalgebras, certain restrictions must be placed on the modules. Henceforth we will assume that the module $\mathcal{V}$ is a dual normal module in the sense that $\mathcal{V}$ is a dual Banach space and the left and right actions, viewed as maps of $\mathcal{M} \times \mathcal{V}$ and $\mathcal{V} \times \mathcal{M}$ into $\mathcal{V}$ are separately continuous for the ultraweak topology on $\mathcal{M}$ and the $w^*$-topology on $\mathcal{V}$. This is the case when $\mathcal{V}$.
is $\mathcal{M}$ or $B(H)$. This allows us to average over amenable rather than just compact unitary subgroups of $\mathcal{M}$. If $\mu$ is an invariant mean on the bounded continuous functions on an amenable group $\mathcal{U}$ of unitaries in $\mathcal{M}$, then $\mu$ applied to the function

$$u \mapsto \omega(u^* x), \quad \omega \in V,$$

defines an element of $(V_\omega)^* = V$ for each $x \in \mathcal{M}$, and thus a bounded linear map $\psi \in \mathcal{L}^1(\mathcal{M}, V)$. Averaging over $\mathcal{U}$ in this way gives a result analogous to Theorem 3.1.

**Theorem 3.2.** Let $V$ be a dual normal $\mathcal{M}$-module and let $\mathcal{A} \subseteq \mathcal{M}$ be a $C^*$-subalgebra which is the norm closed span of an amenable group $\mathcal{U}$ of unitaries. Then any $n$-cocycle $\phi$ is equivalent to an $n$-cocycle $\xi$ with the property that $\xi$ vanishes whenever one of the arguments lies in $\mathcal{A}$. Moreover $\xi$ is $\mathcal{A}$-modular.

The two main situations where this result is applied are as follows. If $\mathcal{A}$ is abelian, then its full unitary group is amenable. If $\mathcal{M}$ contains a hyperfinite subfactor $\mathcal{R}$, then $\mathcal{R}$ is the ultraweak closure of an increasing sequence of matrix subalgebras $\mathcal{A}_n$ with compact unitary groups $\mathcal{U}_n$, and their union $\mathcal{U}$ is amenable. This does not give immediately $\mathcal{R}$-modularity, but rather modularity with respect to the norm closed span of $\mathcal{U}$ which is ultraweakly dense in $\mathcal{R}$. Further subtle arguments are required to achieve $\mathcal{R}$-modularity. The full details may be found in [43] and we will content ourselves with a statement of results.

The coboundary operator respects separate ultraweak continuity of multilinear maps (also referred to as separate normality) and so there are cohomology groups $H_w^n(\mathcal{M}, V)$ where the relevant maps are required to be separately normal. By applying the averaging techniques above and using a result on the continuous extension of ultraweakly continuous cocycles, we arrive at the basic theorem of cohomology theory.

**Theorem 3.3.** (a) Let $\mathcal{M}$ be a von Neumann algebra with a dual normal module $V$, and let $\mathcal{R}$ be a hyperfinite subalgebra of $\mathcal{M}$. Then each $n$-cocycle $\phi$ on $\mathcal{M}$ is equivalent to one which is separately normal and $\mathcal{R}$-modular. Moreover, if $\phi$ is separately normal and $\phi = \partial \psi$ for
some $\psi \in \mathcal{L}^{n-1}(\mathcal{M}, \mathcal{V})$, then $\psi$ may be taken to be separately normal. As a consequence

\begin{equation}
H^n(\mathcal{M}, \mathcal{V}) = H^n_w(\mathcal{M}, \mathcal{V}), \quad n \geq 1.
\end{equation}

(b) If $\mathcal{A}$ is an ultraweakly dense $C^*$-subalgebra of $\mathcal{M}$ then

\begin{equation}
H^n(\mathcal{A}, \mathcal{V}) = H^n_w(\mathcal{A}, \mathcal{V}) = H^n(\mathcal{M}, \mathcal{V}) = H^n_w(\mathcal{M}, \mathcal{V}), \quad n \geq 1.
\end{equation}

If $\mathcal{M}$ is hyperfinite then this theorem shows that any $n$-cocycle into a dual normal $\mathcal{M}$-module $\mathcal{V}$ is equivalent to one which vanishes whenever one of the arguments is in $\mathcal{M}$. This says, of course, that any cocycle is a coboundary and $H^n(\mathcal{M}, \mathcal{V}) = 0$ in this case, [23]. In [13], a converse to this result was given.

**Theorem 3.4.** If $\mathcal{M}$ is a von Neumann algebra and $H^1(\mathcal{M}, \mathcal{V}) = 0$ for all dual normal $\mathcal{M}$-modules $\mathcal{V}$, then $\mathcal{M}$ is hyperfinite.

### 4. Completely bounded cohomology

In this section we discuss the completely bounded cohomology groups $H^n_{cb}(\mathcal{M}, B(H))$ and $H^n_{cb}(\mathcal{M}, \mathcal{M})$, where $\mathcal{M}$ is a von Neumann algebra on a Hilbert space $H$. Both groups will be 0. The techniques for showing this are different in the two cases, but both depend crucially on the representation theorem for completely bounded multilinear maps (Theorem 2.1). The methods from Section 3, which show that any cocycle is equivalent to one which is separately normal, preserve complete boundedness. Thus, when considering a fixed completely bounded cocycle, it may be assumed to be separately normal and, if necessary, to be $\mathcal{R}$-modular for a fixed hyperfinite subalgebra $\mathcal{R}$ of $\mathcal{M}$. In particular, a cocycle may always be assumed to vanish when one of its arguments is a scalar.

Consider now a von Neumann algebra $\mathcal{M} \subseteq B(H)$ and let $\phi: \mathcal{M} \times \mathcal{M} \to B(H)$ be a 2-cocycle such that $\phi(1, y) = \phi(x, 1) = 0$ for all $x, y \in \mathcal{M}$. If $\phi$ is also completely bounded then there is a representation

\begin{equation}
\phi(x, y) = V_1 \pi_1(x) V_2 \pi_2(y) V_3, \quad x, y \in \mathcal{M},
\end{equation}

where $\pi_i: \mathcal{M} \to B(K_i), i = 1, 2$, are $*$-representations and $V_3: H \to K_2, V_2: K_2 \to K_1$ and $V_1: K_1 \to H$ are bounded operators. Let $P$ be
the projection in $B(K_1)$ onto the closed linear span of \( \{V_2 \pi_2(y) V_3 h : y \in \mathcal{M}, h \in H \} \). Then

\[
\phi(x, y) = V_1 \pi_1(x) PV_2 \pi_2(y) V_3,
\]

and the condition $\phi(1, y) = 0$ gives

\[
V_1 PV_2 \pi_2(y) V_3 h = 0, \quad y \in \mathcal{M}, h \in H,
\]

and thus $V_1 P = 0$. Replacing $V_2$ by $PV_2$ allows us to assume that $V_1 V_2 = 0$. If we let $Q$ be the projection in $B(K_2)$ onto the closed linear span of \( \{V_2^* \pi_1(x^*) V_1^* h : x \in \mathcal{M}, h \in H \} \) then we may replace $V_2$ by $V_2 Q$, and the condition $\phi(x, 1) = 0$ implies that $Q V_3 = 0$, arguing as above. Thus we may also assume that $V_2 V_3 = 0$. Suppressing the representations $\pi_1$ and $\pi_2$ for notational convenience, (4.2) becomes

\[
\phi(x, y) = V_1 x V_2 y V_3
\]

\[
= (V_1 x - x V_1)(V_2 y V_3)
\]

\[
= (V_1 x - x V_1)(V_2 y - y V_2) V_3
\]

\[
= [V_1, x][V_2, y] V_3,
\]

where $[\cdot, \cdot]$ denotes the commutator. A simple algebraic calculation shows that

\[
0 = \partial \phi(x, y, z) = -[V_1, x][V_2, y][V_3, z].
\]

To show that $\phi$ is a coboundary, we first let $e$ be the smallest projection such that $e[V_3, z] = [V_3, z]$, and define

\[
\psi(x) = V_1 x V_2 (1 - e) V_3, \quad x \in \mathcal{M}.
\]

Then

\[
\partial \psi(x, y) = x V_1 y V_2 (1 - e) V_3 - V_1 x y V_2 (1 - e) V_3 + V_1 x V_2 (1 - e) V_3 y
\]

\[
= -[V_1, x] y V_2 (1 - e) V_3 + [V_1, x] V_2 (1 - e) V_3 y
\]

\[
= -[V_1, x][y, V_2](1 - e) V_3 + V_2 y (1 - e) V_3 - V_2 (1 - e) V_3 y
\]

\[
= \phi(x, y) - [V_1, x] V_2 (1 - e)[y, V_3]
\]

\[
= \phi(x, y).
\]
In this calculation we have used the fact that \([V_1, x][V_2, y]e = 0\) and that the space spanned by \([V_3, y]H\) is \(\pi_2(\mathcal{M})\)-invariant, so that \(e\) and \(1 - e\) lie in \(\pi_2(\mathcal{M})'\).

The discussion above shows that \(H^2_{cb}(\mathcal{M}, B(H)) = 0\), and we have included the argument to illustrate the importance of the completely bounded representation theorem. Similar calculations give a general result, [5].

**Theorem 4.1.** Let \(\mathcal{M} \subseteq B(H)\) be a von Neumann algebra. Then

\[ H^n_{cb}(\mathcal{M}, B(H)) = 0 \]

for \(n \geq 1\).

When a cocycle \(\phi\) as above maps into \(\mathcal{M}\), Theorem 4.1 shows that \(\phi = \partial \psi\) for some \(\psi \in \mathcal{L}^1_{cb}(\mathcal{M}, B(H))\) but not necessarily lying in \(\mathcal{L}^1_{cb}(\mathcal{M}, \mathcal{M})\). Thus one cannot conclude immediately that \(H^n_{cb}(\mathcal{M}, \mathcal{M}) = 0\). This is true, however, but requires a preparatory averaging theorem, [11, 12], which can also be found in [43].

The objective is to construct a contractive projection \(\rho\) from the space \(CB(\mathcal{M}, \mathcal{M})\) of completely bounded maps of \(\mathcal{M}\) to itself onto the subspace \(CB(\mathcal{M}, \mathcal{M})_\mathcal{M}\) of right \(\mathcal{M}\)-module maps. For a special class of maps this is easy to achieve. If \(s, t \in \mathcal{M}\) and \(\phi(x) = sxt\) then the Dixmier approximation theorem can be applied to \(t\). Maps of the form

\[(4.8) \quad \frac{1}{n} \sum_{i=1}^{n} \phi(xu_i)u_i^* = \frac{1}{n} \sum_{i=1}^{n} sxu_i tu_i^*, \quad x \in \mathcal{M},\]

where the \(u_i\)'s are unitaries in \(\mathcal{M}\), converge strongly to a map \(x \mapsto sxz\) where \(z\) is a central element of \(\mathcal{M}\), and this is a right \(\mathcal{M}\)-module map. This motivates the correct approach which is to consider sets of operators \(\{ u_\alpha \} \) in \(\mathcal{M}\) for which \(\Sigma u_\alpha u_\alpha^* = 1\) strongly, and to then examine the resulting completely bounded maps \(x \mapsto \Sigma \phi(xu_\alpha)u_\alpha^*\). The desired projection is obtained from a minimal invariant set argument, and the representation theorem for completely bounded maps is crucial.

We refer to [43] for the many details which we are omitting here, but once the method works on the right it is easy to obtain a projection onto left module maps by taking adjoints, and then onto bimodule maps by applying these two results sequentially. We summarize:
Theorem 4.2. For a von Neumann algebra $\mathcal{M}$, there exist contractive projections of $\text{CB}(\mathcal{M}, \mathcal{M})$ onto the spaces $\text{CB}(\mathcal{M}, \mathcal{M})_\mathcal{M}$, $\mathcal{M}\text{CB}(\mathcal{M}, \mathcal{M})$, and $\text{CB}_\mathcal{M}(\mathcal{M}, \mathcal{M})$ of respectively right, left, and two-sided $\mathcal{M}$-modular completely bounded maps.

We can immediately apply this result to cohomology. Let $\rho$ be the projection onto right module maps obtained above, and note that every such map has the simple form $x \mapsto tx$ for some $t \in \mathcal{M}$. The nature of the construction also shows that if $\phi \in \text{CB}(\mathcal{M}, \mathcal{M})$, $a \in \mathcal{M}$, and $\phi_a(x) = \phi(ax)$, then $(\rho \phi_a)(x) = (\rho \phi)(ax)$. If we have a completely bounded bilinear map $\theta(x, z)$ and we regard $z$ as the variable and fix $x$, then there is a completely bounded map $\psi(x)$ such that

\[ \rho \theta(x, z) = \psi(x)z, \quad x, z \in \mathcal{M}, \]

and

\[ \rho \theta(xy, z) = \psi(xy)z, \quad \rho \theta(x, yz) = \psi(x)yz. \]

If $\theta$ is, additionally, a 2-cocycle then we may apply $\rho$ to the $z$ variable in the cocycle identity

\[ x\theta(y, z) - \theta(xy, z) + \theta(x, yz) - \theta(x, y)z = 0 \]

(4.11)

to obtain

\[ x\psi(y)z - \psi(xy)z + \psi(x)yz - \theta(x, y)z = 0, \]

(4.12)

from which $\theta(x, y) = \partial \psi(x, y)$ follows by letting $z = 1$. This argument applies equally to $n$-cocycles which are completely bounded and leads to the following result, [11].

Theorem 4.3. If $\mathcal{M}$ is a von Neumann algebra, then $H^n_{\text{cb}}(\mathcal{M}, \mathcal{M}) = 0$ for $n \geq 1$.

It is important to note that, in order to apply $\rho$, only complete boundedness in the last variable is required. Similarly complete boundedness in the first variable would allow us to apply the projection onto left module maps with the same effect.

We observed in Section 2 that if $\mathcal{M}$ is stable under tensoring with $B(H)$ (or the hyperfinite $\text{II}_1$ factor $\mathcal{R}$) then any separately normal multilinear map which is modular with respect to these distinguished
subalgebras is completely bounded. Since cocycles are equivalent to ones which are separately normal and modular with respect to a chosen hyperfinite subfactor, Theorem 4.3 applies in these cases, [5, 11].

Theorem 4.4. If \( \mathcal{M} \) is a von Neumann algebra of type I, II\(_\infty\), III, or is type II\(_1\) and stable under tensoring with \( \mathcal{R} \), then \( H^n(\mathcal{M}, \mathcal{M}) = 0 \) and \( H^n(\mathcal{M}, B(H)) = 0 \) for \( n \geq 1 \).

Not all type II\(_1\) factors are stable under tensoring with \( \mathcal{R} \) since the fundamental group need not be \( \mathbb{R}^+ \), [38], and so this theorem leaves open the type II\(_1\) case. In the following sections we will discuss this further.

5. Algebras with Cartan subalgebras

In view of the results of the previous section, the main open problems in cohomology theory concern type II\(_1\) factors. The questions of whether \( H^n(\mathcal{M}, \mathcal{M}) = 0, n \geq 2 \), and \( H^n(\mathcal{M}, B(H)) = 0, n \geq 1 \), remain unresolved but there has been recent progress on both in special cases. In this section we consider the first of these questions for type II\(_1\) von Neumann algebras \( \mathcal{M} \) with Cartan subalgebras. A maximal abelian subalgebra \( \mathcal{A} \subseteq \mathcal{M} \) is said to be Cartan if \( \mathcal{M} \) is generated as a von Neumann algebra by those unitaries \( u \in \mathcal{M} \) which normalize \( \mathcal{A} \) in the sense that \( uAu^* = \mathcal{A} \). Such unitaries constitute the normalizer \( \mathcal{N}(\mathcal{A}) \) of \( \mathcal{A} \) in \( \mathcal{M} \). Cartan subalgebras arise naturally in the theory of crossed products. When a discrete group \( G \) acts freely and ergodically on an abelian von Neumann algebra \( \mathcal{A} \) without atoms, the resulting crossed product \( \mathcal{A} \times_\alpha G \) is a type II\(_1\) factor and \( \mathcal{A} \) is a Cartan subalgebra; the hypotheses on the action guarantee that \( \mathcal{A} \) is a masa, and \( \mathcal{N}(\mathcal{A}) \) contains both the unitaries implementing the action of \( G \) and the unitary group of \( \mathcal{A} \), thus generating \( \mathcal{A} \times_\alpha G \).

We will require some deep results in order to discuss the Cartan subalgebra case. The first of these is the non-commutative Grothendieck inequality proved by Pisier, [32], and further refined by Haagerup, [17], whose version we give here. Let \( \theta : \mathcal{M}^2 \to \mathbb{C} \) be a separately normal bounded bilinear form on a von Neumann algebra \( \mathcal{M} \). Then there exist
normal states $f_1, f_2, g_1, g_2$ on $M$ such that

$$|\theta(x, y)| \leq \frac{1}{2} \|\theta\| (f_1(x^*x) + f_2(xx^*) + g_1(y^*y) + g_2(yy^*)).$$

If $R$ is a hyperfinite subalgebra whose relative commutant $R' \cap M$ equals the center $Z$ of $M$, then this inequality can be strengthened for bilinear maps which are inner $R$-modular in the sense that

$$\theta(xr, y) = \theta(x, ry), \quad r \in R, \quad x, y \in M.$$ 

Fix an amenable group of unitaries $U$ which generates $R$, and replace $x$ and $y$ in (5.1) by respectively $xu$ and $uy$ for $u \in U$. Then average over $U$, the result being

$$|\theta(x, y)| \leq \|\theta\| (F(xx^*) + G(y^*y)), \quad x, y \in M,$$

where $F$ and $G$ are normal states. When $u^* xu$ is averaged over $U$, it becomes $E(x^*x) = E(xx^*)$ where $E$ is the conditional expectation onto $Z$, explaining why the $x^*x$ term has disappeared from (5.3), as has the $yy^*$ term for the same reason. A consequence of (5.3) is the following result.

**Theorem 5.1.** Let $M$ be a type $\text{II}_1$ von Neumann algebra with a hyperfinite subalgebra $R$ with $R' \cap M = Z$. Let $\psi: M \times M \to M$ be a separately normal inner $R$-modular map. Then

$$\left\| \sum_{i=1}^n \psi(x_i, y_i) \right\| \leq 2 \|\psi\| \left\| \sum_{i=1}^n x_i x_i^* \right\|^{1/2} \left\| \sum_{i=1}^n y_i^* y_i \right\|^{1/2}$$

for any finite sets of elements $x_i, y_i \in M$.

There is a standard technique for applying bilinear results to linear maps. If $\phi: M \to M$ is a bounded linear map then define $\psi: M \times M \to M$ by

$$\psi(x, y) = \phi(x)\phi(y^*)^*, \quad x, y \in M.$$ 

If $\phi$ is right $R$-modular then $\psi$ is inner $R$-modular. By letting $y_i$ be $x_i^*$ in (5.4), we obtain the following.
Theorem 5.2. Let $\mathcal{R} \subseteq \mathcal{M}$ satisfy the hypotheses of Theorem 5.1, and let $\phi: \mathcal{M} \to \mathcal{M}$ be a bounded normal right $\mathcal{R}$-modular map. Then, for $x_1, \ldots, x_n \in \mathcal{M}$, 

$$\left\| \sum_{i=1}^{n} \phi(x_i)\phi(x_i)^* \right\| \leq 2\|\phi\|^2 \left\| \sum_{i=1}^{n} x_ix_i^* \right\|. \tag{5.6}$$

We can give an alternative formulation of this theorem in terms of row bounded maps, which are intermediate between bounded and completely bounded maps. Parallel to the definition of a completely bounded map, $\phi: \mathcal{M} \to \mathcal{M}$ is row bounded if 

$$\|\phi\|_r = \sup\{\|(\phi(x_1), \ldots, \phi(x_n))\|: \|(x_1, \ldots, x_n)\| \leq 1\} < \infty \tag{5.7}$$

where the rows in (5.7) are allowed to be arbitrarily long.

Corollary 5.3. If $\phi: \mathcal{M} \to \mathcal{M}$ is bounded, separately normal, and right $\mathcal{R}$-modular for a hyperfinite subalgebra $\mathcal{R}$ with $\mathcal{R}' \cap \mathcal{M} = \mathcal{Z}$, then $\phi$ is row bounded and

$$\|\phi\| \leq \|\phi\|_r \leq \sqrt{2}\|\phi\|. \tag{5.8}$$

This corollary allows us to obtain a useful estimate on the projection $\rho$ of Theorem 4.2. If $\phi: \mathcal{M} \to \mathcal{M}$ is normal, completely bounded and right $\mathcal{R}$-modular for $\mathcal{R}' \cap \mathcal{M} = \mathcal{Z}$, then expressions of the form

$$\Sigma \phi(xu_\alpha)u_\alpha^* : \Sigma u_\alpha u_\alpha^* \leq 1 \tag{5.9}$$

are bounded in norm by $\|\phi\|_r \|x\|$. Right $\mathcal{R}$-modularity then gives the estimate

$$\|\rho\phi\| \leq \|\phi\|_r \leq \sqrt{2}\|\phi\| \tag{5.10}$$

from (5.8). It is curious that complete boundedness of $\phi$ is apparently required to construct $\rho$, but $\|\phi\|_{cb}$ is not required in (5.10).

We can now state the main result of this section which has evolved through the special cases of [34, 6] to its final formulation in [44]. We will then sketch the main steps in proving it, referring to [44, 45] for the full details.

Theorem 5.4. Let $\mathcal{M}$ be a separably acting type $\text{II}_1$ von Neumann algebra with a Cartan subalgebra $\mathcal{A}$. Then $H^n(\mathcal{M}, \mathcal{M}) = 0$ for $n \geq 1$. 

By work of Popa, [36], in the factor case and extended in [46] to the general case, there is a hyperfinite subalgebra $\mathcal{R}$ such that $\mathcal{A} \subseteq \mathcal{R} \subseteq \mathcal{M}$ and $\mathcal{R}' \cap \mathcal{M} = \mathcal{Z}$ (separable predual is essential here). We may restrict our attention to a separately normal cocycle $\phi$ which is $\mathcal{R}$-modular, and the results of Section 3 show that we need only demonstrate that it is a coboundary on the $C^*$-algebra generated by the normalizer $\mathcal{N}(\mathcal{A})$. Again, for simplicity, we shall confine ourselves to the case of a 2-cocycle.

As observed by Rădulescu, [39], elements of $\mathcal{A}$ can be pulled through a cocycle in certain circumstances. If $u \in \mathcal{N}(\mathcal{A})$, then $\mathcal{R}$-modularity (and thus $\mathcal{A}$-modularity) of $\phi$ leads to

$$a\phi(u, x)b = \phi(au, xb) = \phi(au^*au, xb) = \phi(u, \beta(a)xb), \quad a, b \in \mathcal{A}, \quad x \in \mathcal{M},$$

(5.11)

where $\beta$ is the *-automorphism $a \mapsto u^*au$ of $\mathcal{A}$. Cartan subalgebras have the property that they norm their containing von Neumann algebras in the sense that, for $X \in \mathbb{M}_n(\mathcal{M})$,

$$\|X\| = \sup \|RXC\|,$$

(5.12)

where the supremum is taken over rows and columns in $\mathbb{M}_n(\mathcal{A})$ of unit norm, [35]. Equation (5.11) lifts to the $n \times n$ matrix level where, modulo the norm preserving automorphism $\beta$, rows and columns over $\mathcal{A}$ can be pulled through to the second entry. Using this fact, it is then straightforward to show that $\phi(u, x)$ is completely bounded as a linear function of $x$ when $u \in \mathcal{N}(\mathcal{A})$, and thus also when the first argument is in the algebra generated by $\mathcal{N}(\mathcal{A})$. Since these maps are right $\mathcal{R}$-modular, by $\mathcal{R}$-modularity of $\phi$, the estimate of (5.10) allows us to apply $\rho$ to $\phi(m, x)$, when $m \in \text{Alg}(\mathcal{N}(\mathcal{A}))$, in a continuous way, and thus when $m$ lies in the completion $C^*(\mathcal{N}(\mathcal{A}))$. This is sufficient to conclude that $\phi$ is a coboundary, due to the remarks immediately before and after Theorem 4.3. It is interesting to note that we do not know whether the hypotheses are sufficient to imply complete boundedness of the bilinear map, but this property in the last variable is all that is required.
6. Factors with property Γ

In this section \( \mathcal{M} \) will denote a separably acting type II\(_1\) factor with property \( \Gamma \). This property was introduced by Murray and von Neumann [29], in order to distinguish the hyperfinite factor \( \mathcal{R} \) from the factor arising from the free group on two generators. The defining condition is as follows: given \( x_1, \ldots, x_n \in \mathcal{M} \) and \( \varepsilon > 0 \), there exists a unitary \( u \in \mathcal{M} \), \( \text{tr} \, u = 0 \), such that

\[
\| [u, x_i] \|_2 < \varepsilon, \quad 1 \leq i \leq n,
\]

where \( \text{tr} \) is the unique normalized normal trace on \( \mathcal{M} \) and \( \| x \|_2 = (\text{tr}(x^*x))^{1/2} \). Later, Dixmier, [14], gave an equivalent formulation of property \( \Gamma \) by the following condition: given an integer \( n \), elements \( x_1, \ldots, x_m \in \mathcal{M} \) and \( \varepsilon > 0 \), there exist \( n \) orthogonal projections \( p_1, \ldots, p_n \in \mathcal{M} \), each of trace \( n^{-1} \), such that their sum is 1 and

\[
\| [p_i, x_j] \|_2 < \varepsilon, \quad 1 \leq i \leq n, \quad 1 \leq j \leq m.
\]

This second formulation will prove to be the more useful one here. By fixing a \( \| \cdot \|_2 \)-dense countable set of elements in \( \mathcal{M} \) and letting \( \varepsilon \) be \( k^{-1} \) for \( k \geq 1 \), we may find a countable set of projections in \( \mathcal{M} \) so that (6.2) can always be satisfied by projections from this set. We will refer to such a collection as a set of Dixmier projections. An important step is to be able to find such a set for \( \mathcal{M} \) within a hyperfinite subfactor. This can be achieved by using a result of Popa, [36], stating that any separably acting type II\(_1\) factor \( \mathcal{M} \) contains a hyperfinite subfactor \( \mathcal{R} \) of trivial relative commutant \( \mathcal{R}' \cap \mathcal{M} = \mathbb{C} \). In [7], this was employed to deduce a stronger version in the case of a property \( \Gamma \) factor.

**Theorem 6.1.** Let \( \mathcal{M} \) be a separably acting type II\(_1\) factor with property \( \Gamma \). Then \( \mathcal{M} \) contains a hyperfinite subfactor \( \mathcal{R} \) of trivial relative commutant and, moreover, \( \mathcal{R} \) can be chosen to contain a set of Dixmier projections for \( \mathcal{M} \).

Each of the two conditions is easy to achieve separately, but obtaining them simultaneously requires a lengthy argument for which we refer to [7]. The basic idea is to construct \( \mathcal{R} \) from an inductively defined sequence \( \mathcal{A}_1 \subseteq \mathcal{B}_1 \subseteq \mathcal{A}_2 \subseteq \mathcal{B}_2 \ldots \) of matrix subfactors of \( \mathcal{M} \). The \( \mathcal{A}_i \)'s
are used to build a full set of Dixmier projections into $\mathcal{R}$ (the weak closure of the union), while the $\mathcal{B}_i$'s are included to ensure that $\mathcal{R}$ has trivial relative commutant. Henceforth we may and will assume that a hyperfinite subfactor $\mathcal{R}$ of $\mathcal{M}$ with property $\Gamma$ satisfies the conclusions of this theorem.

Before considering the cohomology problem for factors with property $\Gamma$, we discuss two auxiliary results which are valid for general type $\text{II}_1$ factors. The first of these concerns a type of Grothendieck inequality for multilinear maps which is based on the standard bilinear version. We let $\text{tr}_n$ denote the unique normalized trace on $\mathbb{M}_n(\mathcal{M})$ and we introduce a new norm by

$$
\rho_n(X) = (\|X\|^2 + n \text{tr}_n(X^*X))^{1/2}, \quad X \in \mathbb{M}_n(\mathcal{M}).
$$

We also fix a hyperfinite subfactor $\mathcal{R}$ of trivial relative commutant. There is no direct generalization of the Grothendieck inequality to three or more variables, and the essential difference appears to be that a bilinear map $\phi(x_1, x_2)$ has only outer variables while a trilinear map $\phi(x_1, x_2, x_3)$ has an inner variable $x_2$ which is hard to reach. However, useful inequalities can be obtained by fixing some variables and applying a vector functional to connect with (5.3). We illustrate this for a trilinear map $\phi: \mathcal{M}^3 \to B(H)$ which is separately normal and $\mathcal{R}$-multimodular. To handle the outer variables we consider bilinear maps

$$
\psi_1(x, y) = \phi(x^*, x_2, x_3)^*\phi(y, x_2, x_3), \quad x, y \in \mathcal{M}
$$

and

$$
\psi_3(x, y) = \phi(x_1, x_2, x)\phi(x_1, x_2, y^*)^*, \quad x, y \in \mathcal{M},
$$

whereas the appropriate map for the inner variable is

$$
\psi_2(x, y) = \phi(x, y, x_3), \quad x, y \in \mathcal{M}.
$$

For arbitrary vectors $\xi, \eta \in H$, the bilinear forms

$$
\theta_i(x, y) = \langle \psi_i(x, y)\xi, \eta \rangle, \quad 1 \leq i \leq 3, \quad x, y \in \mathcal{M},
$$

are inner $\mathcal{R}$-modular and separately normal, so that the inequality (5.3) is valid. This approach applies equally to the amplifications $\phi_n$
to $\mathbb{M}_n(\mathcal{M})$, and repeated averaging over $\mathcal{R} \otimes \mathbb{M}_n$ leads to the following result.

**Theorem 6.2.** Let $M$ be a type II$_1$ factor with a hyperfinite subfactor of trivial relative commutant and let $\phi: \mathcal{M}^k \to B(H)$ be a separately normal $\mathcal{R}$-multimodular map. Then, for each $n \geq 1$ and $X_1, \ldots, X_k \in \mathbb{M}_n(\mathcal{M})$,

$$\|\phi_n(X_1, \ldots, X_k)\| \leq 2^{k/2} \|\phi\| \rho_n(X_1) \cdots \rho_n(X_k).$$

(6.8)

The term $n \text{tr}_n(X^*X)$ in the definition of $\rho_n(X)$ precludes (6.8) from implying complete boundedness of $\phi$ in Theorem 6.2, although this is our objective when $\mathcal{M}$ has property $\Gamma$. A step in this direction is to observe that if $P \in \mathbb{M}_n(\mathcal{M})$ is a projection of trace $n^{-1}$, then

$$\rho_n(XP)^2 = \|XP\|^2 + n \text{tr}_n(PX^*XP) \leq 2\|X\|^2.$$ 

(6.9)

This gives

**Corollary 6.3.** In addition to the hypotheses of Theorem 6.2, let $P \in \mathbb{M}_n(\mathcal{M})$ be a projection of trace $n^{-1}$. Then, for $X_1, \ldots, X_k \in \mathbb{M}_n(\mathcal{M})$,

$$\|\phi_n(X_1P, \ldots, X_kP)\| \leq 2^k \|\phi\| \|X_1\| \cdots \|X_k\|.$$ 

(6.10)

To illustrate the relevance of this, and to motivate what comes next, consider a normal linear map $\phi: \mathcal{M} \to B(H)$ on a property $\Gamma$ factor which is modular with respect to a hyperfinite subfactor $\mathcal{R}$ containing a set of Dixmier projections for $\mathcal{M}$. Let $p \in \mathcal{R}$ be any projection. Then

$$p\phi(x) = p\phi(px) = p\phi([p, x]) + p\phi(xp)$$

(6.11)

$$= \phi([p, x]) + p\phi(xp)p, \quad x \in \mathcal{M}.$$ 

This algebraic identity is valid at the $n^{th}$ matrix level with $p$ replaced by $P = p \otimes I_n$. Moreover, we may find a countable set of projections in $\mathbb{M}_n(\mathcal{R})$ of this form such that

$$\text{tr}_n(P_{ij}) = n^{-1}, \quad \sum_{j=1}^n P_{ij} = 1, \quad \lim_{i \to \infty} \|[P_{ij}, X]\|_2 = 0.$$ 

(6.12)
for each $X \in \mathbb{M}_n(\mathcal{M})$. For an arbitrary pair of unit vectors $\xi, \eta \in H^n$, (6.11) becomes
\begin{equation}
\langle \phi_n(X)\xi, \eta \rangle = \sum_{j=1}^{n} \langle P_{ij}\phi_n(X)\xi, \eta \rangle
\end{equation}
(6.13)
\begin{equation}
= \sum_{j=1}^{n} \langle \phi_n(P_{ij}[P_{ij}, X])\xi, \eta \rangle + \sum_{j=1}^{n} \langle P_{ij}\phi(XP_{ij})P_{ij}\xi, \eta \rangle,
\end{equation}
for $X \in \mathbb{M}_n(\mathcal{M})$ and $i \geq 1$. The last sum in (6.13) can be estimated by
\begin{equation}
(6.14) \max_{i,j} \|\phi_n(XP_{ij})\| \leq 2\|\phi\|\|X\|,
\end{equation}
by Corollary 6.3. The arguments in the penultimate sum in (6.13) are $P_{ij}[P_{ij}, X]$ which are uniformly bounded and tend to 0 in $\|\cdot\|_2$-norm as $i \to \infty$. Thus this sum vanishes in the limit provided that $\lim_{i \to \infty} \langle \phi_n(P_{ij}[P_{ij}, X])\xi, \eta \rangle = 0$, which certainly would result from $\|\cdot\|_2$-norm continuity of $\phi_n$ on bounded balls. However, this follows from normality and the Grothendieck inequality (see [43, 5.4.3] and [7, Theorem 4.4]). Letting $i \to \infty$ in (6.13) results in the estimate
\begin{equation}
(6.15) \|\phi_n(X)\| \leq 2\|\phi\|\|X\|, \quad X \in \mathbb{M}_n(\mathcal{M}), \ n \geq 1,
\end{equation}
which establishes complete boundedness of $\phi$ with $\|\phi\|_{cb} \leq 2\|\phi\|$.

To a certain point, this argument extends smoothly to the multilinear case. There are more complicated but similar analogs of (6.11) and (6.13) but the penultimate sum in (6.13) has, in the bilinear case, terms like $\langle \phi_n([P_{ij}, X]), P_{ij}[P_{ij}, Y])\xi, \eta \rangle$. Successfully taking the limit as $i \to \infty$ now requires joint $\|\cdot\|_2$-norm continuity, rather than the separate $\|\cdot\|_2$-norm continuity guaranteed by separate normality.

**Theorem 6.4.** Let $\phi: \mathcal{M}^k \to B(H)$ be a bounded separately normal $k$-linear map.
(a) If \( \phi \) maps into \( \mathcal{M} \), then \( \phi \) is jointly \( \| \cdot \|_2 \)-norm continuous when restricted to bounded balls.

(b) If \( \xi, \eta \in H \) then the map

\[
\psi(x_1, \ldots, x_k) = \langle \phi(x_1, \ldots, x_k) \xi, \eta \rangle, \quad x_i \in \mathcal{M},
\]

is jointly \( \| \cdot \|_2 \)-norm continuous when restricted to bounded balls.

The result mentioned before the theorem is used to obtain joint continuity in the \( \| \cdot \|_2 \)-norm for a bilinear map \( \phi \) at a point \((a, 0)\) in the product of two unit balls. Then joint continuity is deduced at \((0,0)\) and subsequently for all points \((x, y)\) in the unit balls. The multilinear case is proved by induction, regarding the \( n \)-fold product \( B^n \) of balls as \( B \times B^{n-1} \) and starting again with a point of joint continuity at \((a, 0, \ldots, 0)\).

By combining Corollary 6.3, Theorem 6.4, and by establishing algebraic identities analogous to (6.11) and (6.13), the following result is achieved. Note that while we require \( \mathcal{M} \) to have a separable predual, equivalent to admitting a representation on a separable Hilbert space, we do not make any assumptions on \( H \).

**Theorem 6.5.** Let \( \mathcal{M} \subseteq B(H) \) be a type \( \Pi_1 \) factor with a separable predual and property \( \Gamma \). Let \( \mathcal{R} \) be a hyperfinite subfactor with trivial relative commutant and containing a set of Dixmier projections for \( \mathcal{M} \). Then any separately normal \( \mathcal{R} \)-modular \( k \)-linear map \( \phi: \mathcal{M}^k \to B(H) \), \( k \geq 1 \), is completely bounded and satisfies the estimate \( \| \phi \|_{cb} \leq 2^k \| \phi \| \).

Since cocycles can always be assumed to be \( \mathcal{R} \)-modular and separately normal, this result gives the equalities

\[
H^n(\mathcal{M}, \mathcal{M}) = H^n_{cb}(\mathcal{M}, \mathcal{M}), \quad H^n(\mathcal{M}, B(H)) = H^n_{cb}(\mathcal{M}, B(H)),
\]

for any \( n \geq 1 \), at least when \( \mathcal{M} \) has a separable predual (and, of course, property \( \Gamma \)). From Section 4, we conclude that these cohomology groups are 0. To remove the requirement of a separable predual, a technical result is needed. This states that any property \( \Gamma \) factor is the ultraweak closure of an increasing net of such factors with separable preduals. We may now summarize the discussion of this section.
Theorem 6.6. Let $\mathcal{M} \subseteq B(H)$ be a type $\Pi_1$ factor with property $\Gamma$. Then, for $n \geq 1$,

$$H^n(\mathcal{M}, \mathcal{M}) = 0 \quad \text{and} \quad H^n(\mathcal{M}, B(H)) = 0.$$  

This theorem was proved in [7, 8] but is only new for $n \geq 3$. For $n = 1$, the two cases are in [24, 42, 3] while for $n = 2$ we refer to [11, 4]. The approach taken in [7] has its origins in [4].

Sections 5 and 6 describe the most recent advances in this field but do not cover all type $\Pi_1$ factors. The factor $VN(F_2)$ arising from the free group on two generators has neither property $\Gamma$, [29], nor a Cartan subalgebra, [48], and the groups $H^n(VN(F_2), VN(F_2))$, $n \geq 2$, are yet to be determined. It would be very interesting to resolve this problem for at least the case $n = 2$.
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